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Scientific Simulation Initiative 

In FY2000 the U.S. Department of Energy requested 
funding to initiate the Scientific Simulation 
Initiative.  The SSI seeks to: 
 
“… revolutionize the way that the Department of 
Energy solves its most demanding, mission-
critical problems by fully utilizing the power of 
advanced computational simulation.” 
 

Ernest J. Moniz 
Undersecretary of Energy 

December 1997 
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Status of DOE SSI Initiative 

•  $241M FY00 over request to administration (Aug’98) 
•  $70M request for FY00 from Administration to Congress 
•  Current Congressional budget Marks moved SSI funding to 

the NSF CISE budget  
–  Language in current bill very restrictive 

•  NSF and DOE are planning a joint Hardware and Computer 
Science Center solicitation in the Fall 

•  DOE has appointed Thom Dunning as head of SSI office 
•  DOE has appointed Ed Oliver as head of OASCR 
•  OASCR is setting up a SCAC (Scientific Computing 

Advisory Committee) 
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Status of DOE SSI II 

•  IT2/NITRD Bill asks for an increment of $366M for NSF/
DOE/NASA/DARPA/EPA/NIH for IT 
–  DOE is a zero increment currently 

–  NITRD is a five year authorization that grows budgets according to 
the PITAC report 

•  Dunning’s vision for the Scientific Simulation target’s a 
roughly $500M program by 2004 

•  DOE FY01 Budget planning includes SSI 
•  DOE SSI program should strongly support future DOE 

Scientific and Facilities Initiatives, Nanoscience, 
Biocomplexity, etc. 

Footnote NSF Initiatives for FY00  
–  Computing, Nanotechnology, Biocomplexity 



Computing at MCS before the ALCF 
The ACRF: 1985-1993 

 
 
 
 
 
 
 

The IBM SP-1: 1993-1997 
 
 
 
 
 
 
 

The IBM SP-2: 1996-present 
 
 
 
 
 
 
 

The SGI Origin 2000: 1998 -2001 
 
 
 
 
 
 
 

Systems: CM-2, Encore, 
  Sequent, BBN Butterfly, 
  Intel Gamma, … 
 
Mission: 
  Computer Science & 
  Outreach 

System: 128 Nodes 
 The First IBM SP installed. 
 (Simultaneous with Cornell.) 
 
Mission: 
  Grand Challenge Apps 
  Work with IBM 

System: 80 Nodes 
  Upgrade of SP-1 
 
Mission: 
  Grand Challenge 
  Applications 

System: 128 CPUS 
  12 IR Pipes 
 
Missions: 
 Visualization Research 
 SMP Testbed for CS 
 Grand Challenge Apps 
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A Moore’s Law for Software?  

 •  The time it takes for some software metric “X” to double 
•  X ∈ {Capability, Performance, Reliability, Scalability, 

Portability, Usability, etc.} 
•  Capturing even some of these assessments will provide 

some indication that we do or do not understand the rate of 
change/improvement of software on a similar footing as 
that of hardware 

•  Conjecture #1: ”While hardware improves exponentially, 
software improves polynomially if at all!” 

•  Conjecture #2: “Even Open Source and Internet can’t turn 
polynomial improvement into exponential improvement” 

1996 



Universal Programming Literacy 

•  “Reading, Writing, Arithmetic, and Programming” 
•  Everyone must know how to program 
•  Economic/technological justice requires everyone be 

capable of being both a consumer and producer of 
programming 

•  Must close the divide between those that develop 
technology and those that only “use” technology 

•  Enables spontaneous customizability  
 

1996 
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ActiveMural, Giant Display Wall 

•  Argonne, Princeton UIUC Collaboration 
•  8’ x 16’ display wall 

–  Jenmar Visual Systems BlackScreen™ technology, > 10000 lumens 
–  8 LCD → 15 DLP → 24 DLP 
–  8-20 MegaPixels 

p 448 9436T029

p 2 6 2  (Century)
#5641
109lbs /in / 24lbs
8 2lbs  max
L @50lbs : 2.8in

p 4 4 7  (McMaster)
# 3010t27

p448 9436T029
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Midwest Networked CAVE and ImmersaDesk 
Sites Enabled by EMERGE 
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Alliance Virtual Machine Room  
Extends Diversity of Architectures 
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CorridorOne 
SAN/LAN/WAN based

Bulk Data Transfer Services and Streaming
Data Services

SAN/LAN/WAN based
BDTS + SDS + Multicast

C
ontrol C

hannel (netw
ork, services, servers, perform

ance)

SAN/LAN/WAN based
BDTS + SDS + MC + Stream Compression +

QoS

Remote
Volume
Client

Image-
based

Rendering
Client

Glyph Client

Progressive
Refinement
Visualization

Client

Manipulation
Engine

Feature
Detection

Sampling
Engine

Data DataData

Volume
Visualization

Engine

Image-
based

Rendering
Visualization

Engine

Glyph
Visualization

Engine

Surface
Visualization

Engine

Large Format
Tiled Displays

Workbench /
ImmersaDeskCAVEs Desktops

NGI
Network
Services

NGI

NGI

Data Servers
� Mass Storage
� Instruments
� Supercomputers

Data Analysis and Manipulation Servers
� Transposers
� Interpolation
� Sampling
� Feature Detection

"Distance" Visualization Servers
Parallel + Hardware Accelerated:
� Volume
� Image
� Surfaces
(Paired with Clients for Distance Uses)

"Distance" Visualization Clients
� Paired with Servers
� Interfaced with Multiple Display

Environments
� Collaborative Capabilities

Display Devices
and User Environments
� Large Format
� Collaborative
� Immersive

•  Data Servers 
•  Analysis and 

Manipulation Engines 
•  Visualization Backend 

Servers 
•  Visualization Clients 
•  Display Device 

Interfaces 
•  Advanced Networking 

Services 
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Type Latency Bandwidth Reliable Multicast Security Streaming DynQos
Control < 30 ms 64Kb/s Yes No High No Low
Text < 100 ms 64Kb/s Yes No Medium No Low
Audio < 30 ms Nx128Kb/s No Yes Medium Yes Medium
Video < 100 ms Nx5Mb/s No Yes Low Yes Medium
Tracking < 10 ms Nx128Kb/s No Yes Low Yes Medium
Database < 100 ms > 1GB/s Yes Maybe Medium No High
Simulation < 30 ms > 1GB/s Mixed Maybe Medium Maybe High
Haptic < 10 ms > 1 Mb/s Mixed Maybe High Maybe High
Rendering < 30 ms >1GB/s No Maybe Low Maybe Medium

Teleimmersion Networking Requirements 

Audio 

Video 

Tracking 

Database and Event Transactions 

Simulation Data 

Haptic Drivers 

Remote Rendering 

Text 

Control 

•  Immersive environment 
•  Sharing of objects and virtual space 
•  Coordinated navigation and discovery 
•  Interactive control and synchronization 
•  Interactive modification of environment 
•  Scalable distribution of environment 



 Networking Requirements 

Interaction Average
(Gb/s) (Tb/s)

Steering 2 10 1 10 0.002 0.1 0.03
Remote HP Viz 2 10 1 10 0.002 0.1 0.03

Rem Desktop Viz 20 100 0.1 1 0.002 0.1 0.03
Remote Database 20 100 0.1 1 0.002 0.1 0.03
Data Exploration 5 20 0.5 5 0.0025 0.1 0.03

Collaboration 30 60 0.1 1 0.003 0.06 0.02
Instruments 10 20 0.08 5 0.0008 0.1 0.04

subtotal 89 320 0.01 0.66 0.23
Remote I/O 2 3 30 600 0.06 1.8 0.79

Computations 1 3 100 1000 0.1 3 1.10
TOTAL 92 326 0.17 5.46 2.12

# Streams Bandwidth Aggregate
(Tb/s)
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Distributed Data and Visualization Corridor 

Possible WAN 
Interconnection  
Points 



Chiba City - the Argonne Scalable Cluster 
1 of 2 rows of Chiba City: 

http://www.mcs.anl.gov/chiba/ 

256 computing nodes. 
512 PIII CPUs. 
 
32 visualization nodes. 
 
8 storage nodes. 
4TB of disk. 
 
Myrinet interconnect. 
 
Mission: Scalability 
and open source 
software testbed. 
 
 

~2000 
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~2000 



R. Stevens, Argonne National Lab/University of Chicago 

ALCF1 
Project 
Scope 

•  Five year project including 
the acquisition, installation 
and operations a 100TF 
system in FY2007 and 
upgrade to 250-500TF in 
FY2008 and three+ years 
of operations FY09-FY11 
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Magellan:	
  Our	
  OpenStack	
  Private	
  Cloud	
  for	
  Systems	
  Biology	
  



R. Stevens, Argonne National Lab/University of Chicago 



R. Stevens, Argonne National Lab/University of Chicago 
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What	
  We	
  Want	
  Users	
  To	
  Do	
  

1.  Explore	
  
2.  Integrate	
  
3.  Form Hypotheses	
  
4.  Make	
  Inferences	
  	
  
5.  Create	
  Models	
  	
  
6.  Test	
  Models	
  
7.  Discover	
  
8.  Disseminate	
  



Convergence	
  

•  Interac?ve	
  parallel	
  prototyping	
  environment	
  
•  Seamless	
  scale	
  up	
  to	
  produc?on	
  (103x-­‐106x)	
  
•  Integrated	
  pla^orm	
  for	
  analysis	
  and	
  simula?on	
  
•  Same	
  pla^orm	
  for	
  publishing	
  
•  Persistent	
  data	
  regions	
  in	
  memory	
  
•  Programming	
  language	
  support	
  for	
  data	
  analysis	
  
•  Large-­‐scale	
  interac?ve	
  compu?ng	
  
•  Seamless	
  visualiza?on	
  and	
  sharing	
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NVDIMM 
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Convergence Features 

•  Multiple node types with different ratios of 
DRAM to NVRAM 

•  NVRAM access 
– Memory access semantics 
– K/V access semantics 
– Legacy block device 

•  Persistence .. attachable memory region 
•  Distribution/Consolidation operations   
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The Gradient Machine 
•  Nodes with various DRAM:NVRAM ratios 

–  16 GB RAM : 64 GB NVRAM  (1:4) – comp node 
–  16 GB RAM : 256 GB NVRAM (1:16) – hybrid1 node 
–  16 GB RAM : 1 TB NVRAM (1:64) – hybrid2 node 
–  16 GB RAM : 4 TB NVRAM (1:256) – store node 

•  Machine consists of sets of nodes of various types 
(X of comp, Y of store, etc.) 

•  Supernode could consistent of node collections 
with dynamic network provisioning 
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16	
  GB	
  DRAM	
  :	
  64	
  GB	
  NVRAM	
  	
  
	
  
	
  
	
  
	
  
	
  

16	
  GB	
  DRAM	
  :	
  256	
  GB	
  NVRAM	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  

16	
  GB	
  DRAM	
  :	
  1	
  TB	
  NVRAM	
  
	
  
	
  
	
  
	
  
	
  

16	
  GB	
  DRAM	
  :	
  4	
  TB	
  NVRAM	
  

Imagine	
  1	
  M	
  nodes	
  
of	
  each	
  type..	
  
	
  
64	
  PB	
  DRAM	
  
	
  
5540	
  PB	
  of	
  NVRAM	
  
	
  
85x	
  DRAM	
  storage	
  
	
  

Jobs	
  run	
  where	
  storage	
  
requirements	
  are	
  met	
  
	
  
Data	
  can	
  migrate	
  
	
  
Compute	
  can	
  migrate	
  
	
  
Bandwidth	
  per	
  NVRAM	
  BYTE	
  varies	
  
	
  
Bandwidth	
  per	
  DRAM	
  byte	
  is	
  constant	
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Needed OS Features 

•  OS support for attaching to memory regions 
•  OS support for timesharing sets of nodes 
•  OS support for slowstart/faststart 
•  OS support for process/storage migration 
•  OS support for goto store, come to proc 
•  OS support for neighborhoods (mem 

servers)  
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Hardware/Software Approaches 

•  Hardware support for nv storage on node in 
memory address space 

•  Hardware support for variety of operators 
against storage (hashing, indexing, search, 
etc.) ⇒ CAM 

•  Language support for data intrinsics 
•  Support for scripting DSLs bound to high-

performance data specific libraries 
•  Libraries/filters for replacing explicit I/O 
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Big Interactivity 

•  Support for acquiring multiple I/O nodes with 
multiple external network connections 

•  Support for composing connections with outboard 
rendering engines, etc. 

•  Flexible input devices (cameras, tracking, audio, etc.) 
•  Support for jobs proxies in social media, interactive 

devices, mobile  
•  Capture and playback support (tutorials) 
•  Archive and annotate (desktop capture) 
•  Jobs pause forward and reverse 
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Argonne and Oak Ridge LCF Partnership 
•  Collaborative, multi-lab, DOE/SC 

initiative ranked top domestic priority in 
Facilities for the Future of Science: A 
Twenty-Year Outlook. 

•  Mission: Provide the computational and 
data science resources required to solve 
the most important scientific & 
engineering problems in the world.  

•  Highly competitive user allocation 
program (INCITE, ALCC). 

•  Projects receive 100x more hours than 
at other generally available centers. 

•  LCF centers partner with users to 
enable science & engineering 
breakthroughs (Liaisons, Catalysts). 
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Credit J. Richards, ORNL. Credit ORNL and NVIDIA. 
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Virtual Data Facility  
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